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  Abstract  

 
 AI is radically transforming our economy and society in 

unprecedented ways and on an unprecedented scale. It may have an 

impact on humanity that's comparable to the industrial revolution and 

the internet. AI governance is crucial to ensure that AI development 

and growth remain in the best interest of humanity. However, the 

ever-evolving nature of AI, its definition, scope, and its developing 

impact on society and the economy make AI governance a 

challenging endeavor. The AI governance challenges can be divided 

into several categories and domains, including ethical challenges. In 

this article, we have identified five of the most significant ethical 

challenges associated with AI governance. It's not the full extent of 

ethical challenges because that range will evolve alongside AI, but it 

aims to serve as a comprehensive overview of the ethical challenges 

the world is facing today in the adoption and integration of AI with 

existing processes, along with some solutions and actionable insights. 

An overarching challenge with ethical AI governance is to ensure 

that it's not too restrictive to throttle progress or so permissive that 

there are no tangible protections against the negative ethical impact 

of AI.  
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1. Introduction 

Even though it’s currently in its early stages of maturity, Artificial Intelligence (AI) is predicted 

to be as transformative for the global economy, modern societies, and the world as a whole as the 

internet has proven to be. Its impact on the fourth industrial revolution is predicted to be all-

encompassing – revolutionizing everything in unprecedented ways and on an unprecedented scale 

[1]. One early estimate (made in 2018) of AI's impact on the global economy was that it would 

deliver additional economic output of about $13 trillion by 2030 and would boost global GDP by 

about 1.2% every year [2]. 

However, this was before mainstream generative AI products like ChatGPT, Midjourney, and 

Dall-E were made available commercially, and there was limited information on their potential 

impact on different industries. There have been several studies on how generative AIs like Dall-E 

and Midjourney are reshaping the creative process and, more importantly, how they are 

revolutionizing the job market and workplaces built around creative outputs, and they have 

highlighted that job replacement is a viable possibility [3]. The fact that AI generative models need 

human artists’ work to learn is often cited as a buffer against AI replacing jobs [4], but it's only a 
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matter of pace, and it will not be a hindrance when AI models are trained on AI-generated data.But 

if we broaden our spectrum to include a wide range of AI applications, their job replacement 

potential is enormous.  

One study identified that about two-thirds of the jobs in the US alone would be exposed to some 

degree of AI automation, and about 25% to 50% of this exposed workload may be replaced, 

leading to diminished professional roles and lost jobs [5]. Out of all generative AIs, ChatGPT has 

been most extensively studied for its impact on creative output and the job market, and it has been 

identified that some industries and subsets of workers in those and other industries are more 

vulnerable than others [6].  

Job replacement is just one of the major ethical and practical concerns associated with AI, and 

they deal with just one aspect of AI (generative) because generative AI products have garnered the 

largest user base. Several other challenges associated with AI research and their impact on various 

industries, the modern economy, and society at large have been identified.Generative AI tools like 

ChatGPT and Midjourney are already making significant waves in the field of education, and the 

implications of these tools in the hands of students and educators are forcing policymakers and a 

wide range of stakeholders to reevaluate everything from curriculum development and assessment 

[7]. AI is also transforming the field of management since it can be used in decision-making by 

replacing conventional tenets of wisdom and experience with data and algorithms, which have their 

own set of challenges [8]. The decision-making aspect of AI is also transforming the manufacturing 

industries, albeit at a different pace, as it's still struggling with the balance of human decision-

making and AI-driven decision-making[9], but there is no denying that, like most other economic 

units, manufacturing industries are also pursuing AI solutions at an incredible pace [10].  

Healthcare is another area where AI, alongside the Internet of Things (IoT), has triggered 

significant changes, and due to the highly sensitive nature of this industry, this is widely studied 

from a regulatory and policy standpoint. It has already shown promising results in the field of 

diagnostics, which can lead to better healthcare delivery [11], even though they are currently 

mainly relegated to a supporting role [12]. The field of diagnostics, especially radiography, is 

poised for rapid adoption of AI-based technologies that can be integrated into their current 

processes [13] despite challenges in specific domains like interventional radiology [14].  

Algorithms, including the ones that prepare our social media feed, have a significant impact on 

how young people perceive and explore the world [15], which can have significant real-world 

implications, from purchase decisions and boycotts to voting. AI and machine learning (ML) 

algorithms can enhance it significantly and may have beneficial uses, such as positive social 

engineering [16] and detecting social engineering attacks [17], but also negative ones. 

In conclusion, AI is altering our societies and the global economy in unprecedented ways and 

in several different dimensions at once. Its exponential growth is simultaneously creating a 

wealth of new opportunities, but the flip side is new risks and ethical challenges. It's in 

humanity's best interest to ensure that the growth and development of AI technologies and tools 

are governed and maintained in a way that allows us to leverage its benefits and mitigate the 

ethical risks they pose. This is where AI governance comes in. 

 

2. AI Governance 

There are several overlapping definitions of AI governance, and most of them lean towards 

abusiness’s AI adoption and integrations. However, we will also focus on AI governance as it 

pertains to government regulations and regulatory oversight.  

IBM defines AI governance as ―the ability to direct, manage, and monitor the AI activities of an 

organization,‖ with compliance, trust, and efficiency as three core drivers behind AI governance 

trends in organizations [18]. A Deloitte report defined it as a spectrum of capabilities ensuring the 

responsible use of AI, which requires both conventional and differential governance constructs 

[19]. A paper dedicated to defining AI governance conceptualized it in the realm of corporate 

governance and, within it, IT governance and its overlap with data governance. It also identified 
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some of the challenges associated with AI governance, stemming from a fragmented understanding 

of the concept itself [20].  

If we zoom out from private sector businesses and include the public sector in the mix as well, 

we identify that defining AI governance and its scope becomes more difficult. The public sector 

has access to far more data than the private sector, but it also has stricter data controls and 

regulatory restrictions [21]. Still, it has been a major concern since the early days of AI, when there 

was much less clarity on AI's impact on the world, and many research programs and studies 

focused on AI governance and its overlap with policy-making and developing new regulations. 

From a policy perspective, one research paper introduced a conceptual framework for policymakers 

to tackle the issue of AI governance, which identified one characteristic of a global AI governance 

model – flexibility to reconcile with different cultures and legal systems [22]. Another identified 

key considerations for AI governance to mitigate AI risk and described factors influencing AI 

governance (on a policy-making level), like problems a government is trying to solve, politics, 

policy formation, and adoption challenges [23].  

Most definitions of AI governance boil down to this: Responsible use of AI in the given context. 

If it's a corporation, then AI governance would focus on ensuring that AI development, adoption, 

and use do not exceed regulatory or ethical boundaries and remain aligned with the business goals. 

For governments and governing bodies, internal AI governance will ensure that they do not exceed 

their mandate and that their AI-augmented operations are in the best interests of the public (as 

determined by legislation). When they define AI governance and its scope for the sake of policy, 

they should safeguard the interests of the people and uphold the legal and ethical principles without 

throttling AI's progress [24]. Job replacement, weaponization of AI, using AI to circumvent 

responsibility and accountability, algorithmic bias, and lack of transparency are some of the chief 

ethical concerns when it comes to defining AI governance and its scope in an organization or a 

state [25].  

Even though the legal system has been relatively quicker in responding to the need for ethical 

AI governance, it's still catching up to AI penetration. However, there is a growing understanding 

of world leadership and global tech leadership regarding the critical importance of AI governance. 

But the current state of AI governance is fragmented, to say the least. AI governance has matured 

and has been refined and fine-tuned in industries like healthcare and education, where its practical 

applications and use have been growing at a rapid pace, but it's lacking in other industries.   

3. Importance of AI Governance 

The most overarching importance of AI governance is to ensure that the development of 

advanced AI technologies and tools is for the benefit of humanity in general [26]. AI has the 

potential to be a great disruptor, not just for individual industries and market segments [27]but the 

economy as a whole, alongside overlappingadvances like automation [28]. It’s beneficial and 

ethical when it’s leveling the playing field [29] and offering equal opportunities to underdeveloped 

segments of the global economy, but despite its "Darkhorse" capabilities, most cutting-edge AI 

technologies will inevitably consolidate existing economic powerhouses, further exacerbating the 

power balance. This is something AI governance can mitigate if it is not neutralized.  

Another crucial importance of AI governance is to mitigate or, ideally, prevent its 

weaponization (on a national scale) and worst uses. Parallels between the AI "arms race" and the 

nuclear arms race have already been drawn in literature, and one ominous prediction is that it's 

already too late to stop the AI arms race [30]. Even though, according to one paper, the theory of 

the AI arms race has been debunked [31], the possibility that AI can be weaponized in a number of 

ways still exists, and the right AI governance policies and framework can act as an effective 

deterrent. The danger here might be even more unique than that of nuclear arms because cutting-

edge AI tech can be developed much more discretely. 

AI is changing many disciplines in unprecedented ways, including healthcare and academia. In 

healthcare, the overlap with AI has resulted in a wealth of new challenges, including the 

accountability issue because if medical decisions are taken or influenced by AI, the responsibility 

and accountability will be spread out from medical professionals using these technologies all the 

way to developers. Other challenges include privacy concerns, job loss, etc. [32]. Similarly, tools 

like ChatGPT are already radically changing how people learn, how assignments are completed, 
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and even the assessment processes. Unless governed properly, with the right ethical values instilled 

into the AI development process and use, these tools may cause more harm than good [33].  

Many early predictions about AI have been proven wrong. It was assumed that AI would not 

replace human creativity and that its impact on the creative market may be minimal, but generative 

AI arts have emerged as a massive market and are impacting artists all around the world [34]. On 

the other end of the spectrum, language models like ChatGPT-4 not only produce code [35] but 

also test it, which may significantly reduce the burden of manual coding and impact jobs.It should 

serve as a reminder that both positive and ominous predictions about AI should be approached with 

a degree of healthy skepticism. The influence we can have on AI's growth and its impact should 

also never be discounted, and AI governance is an important part of it. 

AI is growing too rapidly for existing control measures, oversights, and ethical governance to 

keep pace with, and there is a need for an AI governance framework that covers most of the major 

ethical considerations and can evolve alongside AI.Ethical AI governance can significantly 

mitigate these challenges and positively curate the changes AI is triggering in the world. AI 

governance is important at every level, from organizations that simply use AI tools to governing 

bodies like the European Union so that its untethered and unsupervised growth doesn't harm the 

economy and societies they are created to govern and protect.  

4. AI Governance Most Significant Ethical Challenges 

The following ethical challenges are identified from existing literature and a variety of other 

sources. These ethical challenges encompass more than just the development of AI governance 

strategy and protocols; they also cover its implementation.  

Ethical concerns may differ from industry to industry and among different stakeholders, but the 

following are some of the broadest ethical challenges that people responsible for AI governance 

have to contend with.  

4.1 Job Replacement 

Ironically, AI replacing jobs is not a "new" ethical dilemma. It's something humanity has been 

going through since the Industrial Revolution and maybe before even that. Mass production of 

vehicles ended the horse and carriage industry, and printers took the jobs away from scribes. We 

are already observing the tangible impact of AI replacing jobs [36] in various industries, and even 

where AI is not replacing jobs, it's already having a negative impact on the morale and thinking 

process of a sizable segment of the workforce [37].It can also lead to wage stagnation or decline by 

reducing the value of human labor and talent. This indicates the importance of AI governance 

interacting with or working in conjunction with regulatory bodies (like ministries of labor) that 

govern the job market in a country. More people losing their jobs can also strain the benefit system 

of a country.  

This challenge is particularly difficult to navigate in AI governance because, from a profitability 

perspective, it's detrimental for organizations to not choose the most optimal resources for their 

business operations. However, for a country or any society, a massive rise in joblessness can lead 

to a wide range of social and security challenges. Reconciling the two different interests from a 

governance perspective may require each side to concede some ground. 

4.1.1 Examples and Projections 

We are already seeing examples of AI replacing jobs in various markets.  

 An OECD report consolidated 96 case studies with 325 underlying interviews focused on 

AI’s impact on job replacement. It covered eight countries and multiple sectors, most 

prominently finance and manufacturing. The report identified Customer Service 

Representatives (14 instances), Maintenance & Repair Workers (14 instances), and 

Electromechanical Equipment Assemblers (9 instances) as the occupations most affected 

by AI (and automation) implementation. It also identified various tasks that were 

automated (at least partially) with AI, reducing human intervention and the number of 

workers, like responding to and classifying emails and identifying spare parts [38].  
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 A PwC study commissioned by the UK Department for Business, Energy, and Industrial 

Strategy in 2021 estimated that about 7% of existing UK jobs will be displaced because of 

AI in the next five years, 18% in ten years, and over 30% in the next 20 years. The retail 

sector was identified as the most vulnerable to this effect. However, the report also 

identified several new job creation avenues, albeit requiring different skill sets [39].  

 According to one tracker, US firms laid off 4,600 people between May 2023 and January 

2023 because of AI [40]. A separate report identified 5,500 job cuts by US-based tech 

giants in just the first two weeks of 2024. For two of the tech giants, Google and Amazon, 

the lay-offs coincided with or came after significant investments in an AI startup [41].  

 A report by Asana that was generated after interviewing 4,546 knowledge workers in the 

United States and the United Kingdom identified that 29% of their tasks were 

replaceablewith AI [42].  

4.1.2 Possible Solutions 

While it’s not a solution per se, the opposite of job displacement and replacement is also 

happening or expected to happen, thanks to AI, i.e., job creation. A study concentrated on the 

German job market identified that industrial robots that displace existing jobs in the logistics 

industry create enough new jobs to offset the number of jobs it displaced [43]. One problem with it, 

and most of the other studies focused on job displacement and replacement by AI and AI-

augmented automation, is that job displacement and job creation take place in different labor 

domains. This is particularly true in industrial settings. However, for creative and a wide range of 

white-caller jobs where AI tools are replacing human workers or reducing workforces, researchers 

are proposing, and organizations are experimenting with "human-AI-cooperation" models. Six 

researchers presented a human-AI co-creation model at a conference that focused on human-AI 

collaboration practices and frameworks and the importance of dispelling the idea of directly 

competing with AIs [44].  

Governments and regulatory bodies are addressing this ethical dilemma as well. A national 

collective agreement in Italy in 2017 included individual rights for workers, stating that they would 

be trained or moved to other tasks if their jobs were being replaced by AI or automation [45]. A 

World Bank brief evaluated the existing employee/job market support structures for AI-based job 

displacement like Employee Insurance, redundancy payments, and income support programs. Not 

all countries have all of these in place, but augmenting them for widespread AI job displacement in 

the free market might serve as an important line of defense. The brief also suggested that 

government or globalinitiatives should focus on reintroducing the displaced workers to the market 

after training or relocation assistance to job markets where they may still have a chance [46].  

As for organizations, PwC has already invested $1 billion to give its 75,000 employees training 

on their AI chatbot. It’s an active measure to ensure the company doesn’t have to cut any jobs 

because of AI [47]. Upskilling the existing workforce and providing training on advanced 

technologies is one of the most commonpreemptive alleviative measures against the ethical 

challenge of job displacement that AI poses. 

4.2Bias and Discrimination 

Bias is one of the major ethical concerns associated with AI governance, as biased performance 

and suggestions have been observed in many ungoverned AI applications, especially in the 

healthcare sector [48]. Data has been identified as the primary root of these biases, and this has led 

to a significant overlap of AI governance with data governance and indicates the need for 

comprehensive governance protocols that are not limited to the development and deployment of AI 

systems [49]. The challenge becomes even more significant if you consider the inherent bias in data 

and strive to design a governance mechanism that leads to the development of AI systems that 

counteract this inherent bias [50]. Another governance challenge is of scale. Current frameworks 

developed to tackle the issue of biasness in the development and deployment of AI models 

introduce a significant amount of red tape [51] that is currently deemed necessary, but if these 

frameworks are enforced as governance models, they may push the AI model out of reach of 

Smaller businesses.  
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AI governance frameworks and laws have been studied in the context of existing discrimination 

laws to produce conducive governance guidelines, but it has its own sets of challenges, particularly 

the subtle, unintuitive, and, in some cases, intangible discrimination of AI models [52]. The 

discrimination risk is prevalent in multiple facets of our economy and society and overlaps with 

other risks, such as the impact on human jobs if ungoverned or ineffectively governed AI models 

are integrated into the hiring process [53]. This broadens the scope of governance and areas of 

intersections exponentially.  

While bias and discrimination are significant ethical challenges associated with AI, and ideally, 

they should be addressed at the governance level, they are already being tackled by many 

organizations and other entities just through adherence to good screening and development 

practices. Organizations that properly vet the AI tools they use to ensure that they match their 

internal policies against bias and discrimination, and if they are commissioning an AI tool or 

developing one internally, tackling this bias is typically part of the process.   

4.2.1 Examples  

AI tools and technologies have been deployed at various organizational levels, and different 

scales, and many of them have displayed examples of bias and discrimination. 

 Amazon developed an algorithm in 2014 to screen resumes, and they trained that algorithm 

on their own data set – ten years of resumes they had access to and the profiles of the 

company employees. However, since the bulk of the workforce was white and male, that's 

what the algorithm developed a preference for, leading to sexist and racist screening 

practices. It was one of the earliest examples of how, based on flawed data, AI models can 

be trained to have inherent biases and, as a result, discriminatory outputs [54].  

 AI-based facial recognition systems tend to be biased towards some racial groups and skin 

tones. One common theme across multiple such systems is they are more accurate with 

lighter skin tones compared to darker ones. Since facial recognition has become an 

important part of our daily lives, from unlocking phones to surveillance systems, this bias 

can lead to discriminatory profiling, bad consumer experience, and legal injustice in certain 

cases [55].  

 AI models can be gender and racially-biased because of their data sets and wrongly defined 

parameters. There are several examples of biased practices in the healthcare system being 

transferred to AI models being trained, like the fact that only 17% of cardiologists identify 

that women may have a higher risk of heart diseases compared to men while the majority 

of the population leans towards a higher prevalence of heart diseases in men. AI models 

that are trained with biased diagnostic data may underdiagnose or misdiagnose women 

[56].  

 AI algorithms are also being deployed/integrated into the justice system for a wide variety 

of use cases, including identifying the hot spots for heavy police concentration and 

surveillance toshort-listing inmates for an early release. These algorithms might show bias 

towards certain neighborhoods/areas and certain population segments, perpetuating the 

existing hurtful stereotypes and systematic biases [57].  

It's important to note that AI bias and discrimination are complex challenges to navigate 

because they manifest differently in different industries and use-case scenarios, and they are also 

highly reliant on the training data. AI models trained on massive amounts of online data that either 

can't or haven't been screened for bias and discrimination are more vulnerable to this. They may 

require the use of stringent measures against bias and discrimination placed at training or 

implementation levels.  

4.2.2 Possible Solutions 

A wide range of solutions have been adopted to remove biases and discrimination from AI 

models deployed in various industries. One solution that permeates almost all domains is managing 

data and developing training algorithms and processes with the shortcomings of data in mind. For 

example, if some racial, ethnic, or gender groups are over or underrepresented in the training data 

set, the training data is readjusted, or the training parameters have to be adjusted for discrepancies 
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in the data. Strategies like data curation, algorithmic debiasing, and inclusive data collection can be 

instrumental in mitigating this issue. Human oversight or human-in-the-loop in training or 

decision-making processes can also reduce bias in AI model training and implementation [58] [59].  

4.3Trust 

Most users of technology are typically unaware of how it works and how all the processes and 

physical elements come together to make it function. However, if they truly wish to develop an 

understanding of technology, there are ample resources available. However, many AI models are 

black boxes and uninterpretable, which creates a state of distrust because it’s difficult to trust an AI 

model’s decisions and suggestions without comprehending how it reached them [60]. Even though 

the right AI governance can go a long way towards establishing trust between AI systems and 

models [61], there are several challenges in developing this element of AI governance, including 

the coverage of all the nuances and complexities associated with trust between humans [62].  

4.3.1 Examples  

Trust in AI and AI-powered technologies varies greatly based on the level of interaction, 

dependency, and situations. 

 Autonomous vehicles that rely upon a wide range of technologies to navigate traffic and 

other obstacles on the road and are tasked with important decisions regarding passenger 

and pedestrian safety have long been a concern. The famous ―baby or grandma‖ ethical 

dilemma is a prime example of this. A study that included 18 participants and Autonomous 

Vehicle (AV) simulations of four different risk levels found that trust in AI increased when 

the risk was lower but low when the risk increased [63].  

 A study including 114 participants tested the AI-human trust hypothesis when it comes to a 

particular decision-making scenario, i.e., buying the stock of a company. The study 

revealed that humans tended to trust the AI model more when it gave information in a 

precise format [64]. This shows that not just an AI’s development but how it interacts with 

the users can have a significant influence on trust.  

4.3.2 Possible Solutions 

The possible solutions that focus on developing trust between AI and humans have to cover 

different types of trust – like cognitive and emotional trust and rely upon factors like how an AI is 

presented and how it interacts with humans [65]. Other solutions delve deeper into the nature of AI 

and human trust and show that defining the trust between AI and humans, limiting its scope, and 

differentiating between AI trust and anthropomorphic trust that so far has been reserved for humans 

may benefit in drawing realistic trust dimensions [66]. Other significant steps taken in this direction 

are related to transparency – making AI models more open and implementing explainable AI 

techniques for the development of AI tools instead of black-box learning.  

4.4 Privacy 

Privacy is a complex ethical challenge to address through AI governance because it thrives on 

data, including personal data, and it would be nearly impossible to develop good AI models 

without a healthy, comprehensive, and extensive data set, which often leads to complex privacy 

issues. Take healthcare as an example. If an AI model is being trained to aid in diagnostics, 

identifying the most vulnerable individuals or population segments, or simply studying disease 

patterns, it needs identifiable data like age, gender, weight, etc. The largest health institutions in 

any country may have access to enough data to train models, but even those extensive data sets are 

localized and do not often fully represent the underlying regional or national population, so data 

sharing between healthcare facilities to train models is a viable practice. If AI governance forbids 

it, the risk is training biased models. If it doesn’t, patient data may be shared with a number of AI 

models without their knowledge [67]. The challenges become more significant if AI development 

takes place outside the industry fold, with conflicting interests and practices.  
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4.4.1 Example  

Unless it’s designed intentionally for this purpose, most AI privacy flaws or issues are 

unintentional. However, they are concerns that should be addressed at the development/governance 

level.  

 Smart meters can be designed to extract data and infer insights from that data regarding 

appliances in the homes, peak energy use times, and other data parameters that, when 

combined with other data sets, can reveal things like preferences, routines, and the 

economic status of households [68].  

4.4.2 Possible Solutions 

These privacy concerns can be addressed by adopting the right development and AI model 

training practices, which in turn can be ingrained in AI governance. That can also be achieved by 

expanding its dimension to interact with data privacy laws. Another step in the right direction when 

it comes to AI privacy concerns is anonymizing training data. 

4.5 Liability and Accountability Challenges 

Can an AI model or system be held liable for its harmful decisions, suggestions, or actions, or 

does the liability pass through to the developers of the model or, even farther behind, to the 

individuals or teams responsible for collecting the data for training the data model? This is just one 

of the many difficult questions that individuals and entities responsible for AI governance need to 

answer when addressing the elements of liability and accountability in AI policies.  

Regulations have already been prepared and proposed to this end, particularly the EU’s AI 

Liability Directive (AILD), but its positive impact and potency are still in question [69].One 

governance challenge identified in this domain is the liability gaps that exist when existing liability 

laws and regulations are applied to AI models and systems [70]. For many autonomous AI systems 

with unpredictable nature, it's difficult to assign fault to the producer or user. It’s also challenging 

to trace causality and prove that whether the harm stemmed from negligence in development 

because even an ethically developed AI may cause harm in certain circumstances [71].The lack of 

precedent for the legal system is another challenge in governing liability in AI models [72].  

We can extend the legal challenges of liability to a broader dimension of ethical and social 

accountability. There are several challenges associated with integrating accountability in AI 

systems, which have to be considered from an AI governance perspective, including addressing 

social dilemmas as a tool. Can it really be considered inherently ethical or unethical [73]? Because 

if not, then how can it be held accountable? The question of AI accountability and, consequently, 

its governance becomes especially prominent in the public sector, where it has a direct impact on 

the lives of citizens [74] [75]. Another AI governance challenge is how AI tools can shift, modify, 

and even undermine existing accountability measures in place in certain industries and operations 

[76].  

4.4.1 Examples 

 In 2019, a Tesla Model S crashed into a car and killed the two passengers inside. That was 

one of the prime examples of finding the accountable party/parties when an autonomous 

vehicle causes an accident and kills someone. 

 An image-based diagnoses algorithm mistook surgical marks for malignant melanoma and 

increased the rate of false positives by 40%. This raised concerns over accountability, 

whether it rested on developers or people supposed to provide human oversight to these 

diagnoses [77].  

4.4.2 Possible Solutions 

The accountability problems are an ethical dimension of AI governance that requires 

comprehensive, multi-pronged solutions. The facets of these solutions may include devising proper 

and clear ethical guidelines for AI development and implementation, regulatory frameworks 

enforcing these guidelines, algorithmic impact assessments before deployment, and transparency 

practices.  
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5. Limitations 

These are just some of the most significant ethical challenges associated with AI governance 

right now. It’s difficult to produce an evergreen list of challenges because of the fractured AI 

governance landscape and different rates of AI growth in different market segments and regions. 

Many of the challenges in the most evolved areas of AI governance (like healthcare) may not be 

relevant to budding areas of governance, like AI’s intersection with IoT. Hence, any 

comprehensive list of ethical challenges of AI governance will essentially be ever-growing.  

Another problem is that only a relatively limited number of AI tools are available to the general 

market, and many tools and AI models are working behind the curtain and are, therefore, 

understudied. The ethical challengesassociated with such AI models may remain limited to specific 

industries or regulatory segments, so there might be a whole range of ethical challenges in AI 

governance that are not accessible to academia.  

The overlap of AI governance, data governance, and other relevant governance may lead to a 

broader range of ethical challenges that we might predict but not define in their full scope. For 

now, we have observed only a limited impact of AI technologies on our society, and it's heavily 

concentrated towards generative AIs. When other AI facets like predictive AIs and discriminative 

AIs (and their tools) become more commonplace and a more impactful part of our societies and 

economies, we may encounter a completely new set of ethical challenges. 

6. Conclusion 

Identifying even some of the most prominent ethical challenges associated with AI governance 

can give corporations, regulatory bodies, governments, and international bodies an adequate 

amount of useful information when developing their AI governance policies and standards. 

Appreciating and recognizing these challenges is the first step towards developing policies that can 

circumvent or at least mitigate these challenges. However, significant research is needed to identify 

the prevalence, permeance, and impact these individual challenges can have on the overall AI 

landscape, research, and the development of AI models. 

The primary goal of AI governance is to ensure beneficial AI development and growth. 

Balancing optimal AI growth with minimal negative impact in isolated areas (individual businesses 

or niche markets), broad industries (healthcare, legal, etc.), and society as a whole might be the 

most significant overarching challenge of AI governance. However, it’s important to note that 

precedent exists for AI governance stakeholders to draw insights from, like how corporations are 

aligning their AI development with their ethical values and how various governments are ensuring 

the safety and privacy of their citizens by controlling AI development and usage. Many of these 

things have worked well while others have failed, and they can help guide the people responsible 

for AI governance policies. AI can also trigger a new era of collaboration among different 

industries, corporate stakeholders, governments, and researchers from different sectors and 

countries. Technologies like blockchain and Web 3 that lean towards a more decentralized internet 

might be naturally conducive to global collaboration, and AI governance stakeholders can adopt 

and leverage these technologies to tackle AI governance ethical challenges as a collective.    
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